Abstracts
Invited Talk – “Mathematical Simulations in Physics and Biology”

Dr. David Moffatt

Missouri Virtual School, Missouri State University

Simulations of physical and biological systems have been used as lab activities, demonstrations, and animated illustrations in both onlineand in traditional classroom settings.  This talk will include demonstrating several of the simulations including a bouncing ball, projectiles with and without air resistance, pendulum, and a demonstration of predator-prey relationships. The discussion will include not only a demonstration and discussion of models that have been developed, but also instructions how to make a model from the concept to the actual program using Microsoft Excel.

“Image Compression via the Discrete Cosine Transform”

Tom Buck, Missouri State University

Compression of grayscale and color images is discussed, using the Discrete Cosine Transform (DCT). We approach the problem through one and two-dimensional interpolation to highlight one of the main properties of the DCT, which is the arrangement of the interpolating terms in order of importance for the human visual systems; this allows dropping several terms of the expansion, and attaining very efficient compression with a minimum error in the sense of least squares. Basic concepts of linear algebra and numerical analysis are used to develop this technique, which is currently used by JPEG
“Mathematically Modeling Drug Dosages of Quinidine”
John Carr. Missouri Southern State University

Pharmacokinetics, along with other biological modeling, is a rapidly expanding field of mathematics.  Being able to model the concentrations of specific drugs in individuals is crucial for health reasons.  The purpose of this study is to model the drug concentrations of Quinidine in individuals.  Quinidine, an antiarrhythmic drug, controls the heart rate for individuals with irregular heart beats or for individuals with previous heart conditions. Presented will be the stages of development of the mathematical model.

“TBA”
Molly Creach, Drury University
This paper will explore different solutions to three common mathematical problems.  There will be two solutions for each problem; one at the high school level and one at the college level.  The first question is why does .999999.= 1? The solution at the high school level involves using fractions, and the answer for the college level involves using limits and summations. The second problem is why does a negative times a negative equal a positive?  The answer at the high school level involves looking at patterns and distance, and the answer at the college level involves using proofs and properties of addition and multiplication. The third problem deals with absolute value.  The solution at the high

school level involves using number lines, and the solution at the college level involves the proof of the triangular inequality. As a teacher, it will be very important to be able to explain and understand solutions in many different ways.  Not all students will learn the same way; therefore, teachers need to be able to adapt so they can meet the needs of all students.  This paper will be presented with the use of power point.
“The Theory of Ultra-Low-Amplitude Radial Pulsations in Classical

Variable Stars ”
Grant Gelven, Missouri State University
Observational evidence for ultra-low-amplitude (ULA) radial pulsations in yellow supergiant (YSG) stars exists.  A small survey conducted at the Missouri State University Baker Observatory has detected ULA pulsations in approximately 10% of the surveyed population of Galactic YSGs.  This figure is in good agreement with statistical calculations based on large-scale surveys of the Magellanic Clouds.  To date, little work has been done to explain such behavior in YSGs.  Here we offer several treatments of varying difficulty and constraint with respect to physical mechanism.  First, we test the mathematical viability of such behavior with an adiabatic approximation in the form of a linear adiabatic wave equation.  This treatment recovers an arbitrary saturation amplitude.  We then consider the physical mechanism with a linear stability analysis of the stellar equations of state.  This proves the existence of continuous work integrands when summing over the entire stellar mass.  Finally, a fully nonlinear treatment of the state equations with the effects of turbulent convection will be considered. Numerical hydrodynamic simulations indicate that certain variation in the hydrodynamic constants may introduce a potential barrier within the H ionization region effectively dividing the star into two disjoint parts (c.f. Bulcher 1997 & Yecko 1998).  This then gives rise to ULA resonant vibrations with saturation amplitudes near the millimag level.

“Affinely Self-Generating Sets and Morphisms”
Adam Gouge, Truman State University

Kimberling defined a self-generating set S of integers as follows. Assume 1 is a member of S, and if x is in S, then 2x and 
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 are also in S. We study similar self-generating sets of integers whose generating functions come from a class of affine functions for which the coefficients on x are powers of a fixed base. We prove that for any positive integer m, the resulting sequence, reduced modulo m, is the image of an infinite word that is the fixed point of a morphism over a finite alphabet. We also prove that the resulting characteristic sequence of S is the image of the fixed point of a morphism of constant length, and is therefore automatic.
“Neural Network Algorithms and Intelligent Response Systems”
Justin Riley, Missouri State University
Neural networks provide a mathematical model as well as a computational method for arbitrary function mapping.  This model is inspired by the workings of biological neurons in the human brain and their association to learning.  The process of creating these mappings is called “learning.”  Thus, neural networks are trained to learn specific concepts via functional mappings.  Multilayer Perceptron (MLP) networks in particular learn by example much like a small child.  For MLP networks, the answer to the questions you're “asking”the neural network are known prior to their delivery to the neural network.  Inherent to every neural network is the algorithm used to perform the manipulation of the synapses (or weights).  This process of manipulating the weights is known as the learning process.  By examining the functional error of the output, neural network algorithms can be used to adjust the synapses in a systematic fashion until some desired output error is met.  The most common of neural network learning algorithms is known as gradient descent or back propagation. While back propagation is a very efficient and widely applicable algorithm, it is rather complicated from a hardware perspective since this algorithm involves  a substantial amount of calculus.  An alternative to back propagation, known as probabilistic random weight change (prwc), simplifies the learning process by using a probabilistic approach rather than a method based on calculus.  This talk aims to discuss the differences between these two algorithms and the advantages of the prwc algorithm over gradient descent when these methods are realized in hardware (fixed-weight optical neural networks).  A brief discussion about our (CASE labs) application of neural networks to intelligent response systems will also be mentioned.

“On Using Technology to Enhance a Rigorous Geometric Proof of the (-( Limit”
Scott Van Thuong, Missouri Southern State University

A traditional algebraic approach in proving the ( - ( limit of a function of one variable and a function of two variables will be presented briefly before a new concept will illustrated rigorously: a geometric approach in proving the ( - ( limit. Then a computer program will be used to enhance the understanding of the dynamic relationship between the values (  and ( by animations depicting the process of collapsing. Finally, open questions will be asked to challenge the audience.
“Radio Labeling of  Cn ( Cn”
Aaron Yeager, Missouri State University
Radio Labeling is a variation of Hale’s Channel assignment problem. We seek

to assign positive integers to the vertices of a graph G subject to various distance

constraints. Specifically, a radio labeling of a connected graph G is a function
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for every two distinct vertices u and v of G. The span of a radio labeling is the greatest integer assigned to a vertex. A radio number of a graph G is the minimum span, taken over all radio labelings of G. We establish the radio number of C2k ( C2k  and share progress towards identifying the radio number of C2k+1 ( C2k+1.
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