Abstracts
Invited Talk : “Nonlinear Eigenvalues, Their Numerical Computation, and Applications”
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We consider the problem of finding solutions of the equation
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is a general nonlinear matrix function.  This generalizes the well-known eigenvalue problem
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is a linear function. We use LU and RRLU factorizations of smooth matrix functions
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. The existence of such smooth factorizations and their block analogues is considered, and an algorithm is developed to approximate multiple nonlinear eigenvalues of
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. The convergence properties of the algorithm are analyzed, and its performance is compared to the one that uses smooth QR-like factorization of
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.  Some applications of nonlinear eigenvalues, such as vibrations of fast trains, are discussed.

“Easy Particle Interaction Simulation”

David Bishop, Missouri Southern State University
Faculty Advisor: Dr. Grant Lathrom
This is a simulation of particle interactions using a cellular-automata engine written in BASIC which can be easy visualized by a simple z-scale drawing loop. We will also be looking at the use of simple rules tied to the screen buffer to make some Sierpinski gasket like fractals and Pascal triangle like shapes as well. The programming for each being surprisingly similar.

“Monoids Defined by the Fibonacci Sequence”

Charles D. Brock III, University of Central Missouri
Faculty Advisor: Dr. Nicholas Baeth
Born out of the study of non-unique factorization in integral domains, the study

of factorization properties in commutative monoids has generated much interest over

the past several decades. In this talk we investigate certain factorization properties

of submonoids of N3, defined by three consecutive Fibonacci numbers. In particular,

we classify all irreducible elements of these monoids and we give a measure of how far

they are from being free; i.e., having unique factorization.

“Fitting Modified Poisson Distribution”

Joseph Brown, Missouri Southern State University
Faculty Advisor: Dr. Yuanjin Liu
Poisson distribution is a system with which one can find the probability of a decided number of events occurring in a specified interval. In real world examples, the probability of k events occurring has the largest valves when k equals zero or one. The maximum likelihood method is used to estimate the modified probability at zero, one, and the Poisson parameter (. Finally, a numerical example demonstrates the algorithm.

“Generalized Derangements”
Anthony Fraticelli, Missouri State University

Faculty Advisor: Dr. Les Reid
The classic derangement problem asks for the number of permutations of n objects that leave no object fixed. We denote this number D(n). One can then generalize this by allowing Sn, the group of all permutations of n objects, to act on unordered k-tuples chosen from those n objects and study those permutations that leave no k-tuple fixed. We call these permutations k-derangements and denote the number of k-derangements in Sn by Dk(n). We propose investigating Dk(n), and in particular the behavior of Dk(n)/n! as n approaches infinity. In doing so, we will investigate ways to calculate k-derangements including enumeration, recursive formulas, and generating functions. We will also propose generalizing k-derangements even further by investigating their relationship to the Rencontres numbers.
“Population Computerized Model (PCM)”
Christopher Maghas, Missouri State University
The aim is to create an efficient Population Census model that will meet the demands of a growing population by considering the current technologies applied in fields such as:
· Stock Market Indices Computerized Models

· Satellite Technology

a. The Use of Google Earth Technology

· Channel  Handshake Authentication Protocol(C.H.A.P)

· Thermal Imaging Instrument.

Claim: the combination of the elements above can produce an efficient model.

“Approximation to the Standard Normal Probability Density Function by Polynomials”

Jakub Michel, Lincoln University

Faculty Advisor: Dr. Sivanandan Balakumar
The standard normal probability density function is approximated by Maclaurin’s polynomials and the best approximating intervals are determined for different degrees.

“Graph Theory and its Many Edges: An Introduction and Application of Max-Flow Min-Cut Theorem”

Kyle C. McKee, Missouri State University

The utility of Graph Theory is far beyond that of points and lines. This presentation will examine an introduction to some concepts and terminology of Graph Theory as well as provide a very brief history of its foundation and founders. This is furthered by a short examination into the widely applicable study of networks and an algorithm for finding the maximum flow through a given network.  Finally, the Maximum-Flow Minimum-Cut Theory is discussed, as well as its application for commercial and industrial situations. 

“Fibonacci Numbers and the Resistance of an Infinite Circuit”

Michael Phinney, University of Central Missouri

Faculty Advisor: Dr. Lianwen Wang
In this talk we discuss the limit of a recursive sequence that is derived from finding the resistance of an infinite circuit. By recognizing sequence patterns with Fibonacci numbers, we are able to obtain a general term of the recursive sequence in terms of Fibonacci numbers and to find the limit easily. 

“Neural Networks: An Exploration of Multilayered Feed-Forward Neural Networks and the Backpropagation Algorithm"
Dustin Wells, Missouri State University

This presentation will focus on Artificial Neural Networks, better known as a “Neural Networks”, which are computer-based computational models of the function processes of a brain. There are many types of neural networks, such as Feed-Forward Networks, which use training data and update algorithms to build a classification model that is used to classify linearly separable-uncategorized data. Feed-Forward Networks and there components will be discussed in detail. Along with the differentiation of the Backpropagation Algorithm will be developed for the example Neural Network built using MATLAB Neural Net Toolbox.
“First Derivative Test for Multivariable Functions”

Timothy Wong, University of Central Missouri

Faculty Advisor: Dr. Lianwen Wang

It is well-known that both the first derivative test and the second derivative test can be used to determine relative extrema for single variable functions. However, for multivariable functions we have only the second derivative test which is introduced in most calculus books. In this talk we explore the issue of first derivative test for multivariable functions. We establish a first derivative test that can be used to determine relative extrema for multivariable functions even though the second derivative test is failed.
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